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•  Classification problems 
•  Discriminant analysis (DA) 

•  linear discriminant analysis (LDA) 
•  discrimination functions and statistics 
•  LDA example: the Iris dataset 
•  Stepwise LDA 
•  Classification matrix and diagnostic tools 
•  Cross-validation 
•  Classification of unknown objects 

•  quadratic discriminant analysis 
•  Classification (CT) trees (outline) 
•  Supervised artificial neural networks (sANN) (outline) 
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The classification problem(s) 
•   Classification problems 

•   One grouping variable (y), 2 or more (usually several) (normally 
distributed) continuous variables (X) (DA, CT, sANN) 

•   One grouping variable (y), 2 or more (usually several) categorical 
(nominal, ordinal) variables (X) (CT, sANN) 

•   One grouping variable (y), 2 or more (usually several) categorical 
(nominal, ordinal) variables (X) (sANN) 

•   Applications 
•   Classification in taxonomy: find a method/function to obtain the best 

classification of biological specimens for which the a priori membership 
is known into known groups (species); use the method/function to 
classify unknown specimens 

•   Diagnostics in medicine (or plant pathology): : find a method/
function to obtain the best classification of specimen/subjects on the 
basis of symptoms for which the a priori membership is known into 
known groups (disease or lack thereof); use the method for diagnosis 

•  Food authenticity: discriminating PDO cheese from imitation cheese 
from multivariate data sets (gross composition, proteolysis, etc) (PLS-
DA works better, though) 
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A simple problem 
• A University is trying to reduce failures in obtaining a PhD 

degree 
•  For a number of students who have obtained or not the 

degree (i.e. prior group membership is known) the Grade 
Point Average (GPA) in previous degrees and the score 
for the Graduate Record Examination (GRE) are collected 

•  The data are in the file admit.syz 
• Which is the best classification rule? 
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Exploring the admit dataset: probability 
plots 
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Exploring the admit dataset: scatterplot 

• Group means are 
different but 
confidence ellipses 
(p=0.68) on samples 
overlap 

• The covariance matrix 
is likely to be different 
(different tilt of ellipses) 
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Density plots, the covariance matrix, and 
the discriminant function 
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PhD=0 

PhD=1 

Allocation of individuals to group 
Gi on the basis of multivariate 
normal distributions can be done 
using Mahalanobis distance 
between the individual x vector 
and the vector for the Gi mean 

DM x( ) = x −µ( ) 'S−1 x −µ( )

Fisher’s linear discriminant function 
• A linear function (discriminant function, z) of the variables 

is calculated in such a way that the ratio of between group 
variance to within group variance of the function is 
maximized 

• Cases are allocated to groups on the basis of the 
discriminant score and group means for discriminant 
scores: if µ1<µ2 then x1 belongs to G1 if z1<0.5*(µ1+µ2) 
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z = a1x1 +a2x2 + ...+apxp

max(V ) = a 'Ba
a 'Sa

→ B− λS( )a = 0
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The output for the admit file 
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The group frequencies are 
unequal; if true prior 
probabilities are known they 
can be used to adjust the 
covariance 

Wilk’s lambda is a MANOVA 
statistics to test significance 
of difference of group means 

The output for the admit file 
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Canonical scores of 
group means 
Coefficients for the 
classification function 
F values for testing 
inequality of group means 

Classification matrix: true 
classification on colums, 
classification from LDA on 
rows 

Same, but calculated on the results of 
the procedure repeated n times, 
leaving each time one case out 
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More statistics for the classification matrix 
True group mebership 
No PhD PhD % correct 

Estimated 
group 
membership 

No PhD TP=44 FP=7 86 PPV 
PhD FN=12 TN=17 59 NPV 

Total 56 24 76 
Sens=79 Spec=71 

• PPV=positive predictive value=TP/(TP+FP) 
• NPV=negative predictive value=TN/(TN+FN) 
• Sensitivity=TP/(TP+FN) (high=low type II error) 
• Specificity=TN/(FP+TN) (high=low type I error) 
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The Iris example 
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Iris versicolor Iris virginica Iris setosa 

•  Classical example for linear discriminant analysis 
•  4 measurements (petal lenght and width, sepal length 

and width), with biological variation 
•  Devise a classification function to classify new 

specimens in existing species 
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Is cluster analysis appropriate? 
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setosa 

versicolor 
+ virginica 

virginica 

SPLOM on Iris data 
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The output from Iris data 
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Look at the F matrix to see which 
groups are best separated 

The output from Iris data 
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Look at the F values to see 
which variables are worst or best 
at performing the separation 
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The output from Iris data 
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The output from the Iris data 
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Examine values for canonical 
variables to see which is 
explaining best the difference 
among groups 
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The output from the Iris data 
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Malahanobis distances and probabilities 
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Identification of new cases or 
crossvalidation by subsampling (1) 

•  Use a random number generator to select 65-80% of cases 
•  Use the weight function to calculate the discriminant function 

only for selected cases or use the new variable for calculating 
LDA and save distances 

•  Calculate the classification matrix on the remaining cases 
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Iris data: non validated vs. cross-validated 

Non validated Crossvalidated 
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Identification of new cases 

• To identify new cases use missing values on the 
grouping variable or use 0 weights, run the model 
and save distance and data 

• Look at distance and probabilities in the saved file 
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The ourworld file 
• Contains economic and social indicator for world 

countries, classified a priori in 3 groups: Europe, Islamic, 
Newworld 

•  The file can be used to illustrate problems for MLR, 
multicollinearity, use of PCA, need for transformation 

•  In terms of discriminant analysis it may be used to look at 
which variables are more important in correctly 
discriminating the three group of countries (by using 
stepwise LDA) and if a quadratic model is appropriate 

•  For this example, the Systat output will be presented 
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Quadratic discriminant analysis 

04/02/2013 Multistat 3 cfu, Dec 2012 - Jan 2013 

• A quadratic discriminant analysis is necessary 
•  If the covariance matrices of the groups are different 
•  If the mean vectors are equal but the covariance matrices are 

different 
•  The model is more complex than LDA 

•  Both linear and quadratic terms are present in the discriminant 
function 

•  There are more coefficients in the discriminant function (linear, 
interaction and quadratic terms) and therefore more cases are 
necessary for the estimation (if possible n must be >> than the 
number of coefficients) 

•  Overfitting is more likely than with LDA  
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Classification and regression trees 
• Alternative to Discriminant Analysis for supervised pattern 

recognition 
• Operate iteratively on the data file to find the optimal 

partition values of continuous (regression trees) or 
discontinuous (classification trees) depdendent variables 
to maximize the discrimination of cases into groups whose 
membership is known a priori 

•  The output is composed of 
•  A classification tree with the data partition 
•  Statistics on goodness of classification 

• CT have analogies with ANOVA, DA and cluster analysis 
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Classification tree for the Iris data 

04/02/2013 Multistat 3 cfu, Dec 2012 - Jan 2013 

More on supervised pattern recognition 
• PLS-DA 

•  similar to DA (it is a PLS model using a categorical response 
variable) 

•  more flexible 
•  useful with datasets with more variables than observations (PLC 

components, rather than the original variables are used) 
•  the model is more parsimonious than the corresponding DA model 

• Supervised Artifical Neural Networks 
•  See lecture 6 
•  Very flexible, can handle noisy and incomplete data 
•  Can use both categorical and continuous predictors 
•  Needs careful planning (size and composition of training and test 

set, planning of the network architecture, pretreatment of variables, 
etc.)  

04/02/2013 Multistat 3 cfu, Dec 2012 - Jan 2013 


